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NLP (Wiki)

Natural Language Processing
Natural-linear Programming

Neuro-linguistic Programming

W

Natural-language Programming

National Library of Poland
National Library of the Philippines
No light perception

National Labour Party

National Liberal Party

10 National Liberation Party

11. Natural Law Party

12. New Labour Party

© 00N O U

https://en.wikipedia.org/wiki/NLP



* Course Instructor: Tanmoy Chakraborty (NLP, Social Computing)
tanchak@iitd.ac.in

* Guest Lecture: TBD
* Course page: https://lcs2.in/nlp2402

* Piazza: http://piazza.com/iit_delhi/winter2025/deeplearningfornaturallanguageprocessing

[Code: rd6ikjkzp7m]

* TAs:

* Sahil Mishra*, Aswini Kumar Padhi, Anwoy Chatterjee, Vaibhav
Seth

* Group Email: TBD


http://piazza.com/iit_delhi/winter2025/deeplearningfornaturallanguageprocessing

Useful resources/tools/libraries

* Natural Language Toolkit (NLTK)

e Stanford CoreNLP

* CMU ARK for Noisy Text

* Scikit-learn

* Spacy

* Stanza

e Shallow Parser - for Indian Language
* Universal Parser - Multi-lingual

* HuggingFace



Prerequisite

e Excitement about language!
e Willingness to learn

Mandatory

e Data Structures & Algorithm Deep learning
* Machine Learning
 Python programming

* Strongly recommended to learn ML. This class will not cover fundamentals of ML.



Course Directives

. HashLearn
e Class Time: Mon & Thu, 2 pm —3:30 pm L Meet your instructor at least once
. per 15 days to resolve your doubts.
* Office Hour: Mon 5-6 pPm s * Mon 5-5:30 pm (appointment
o . based, email me at least 1 hr before
Room: LH-308 coming)
Marks distribution (tentative): * Audit: Discouraged!
e Minor: 20% B- (threshold to pass the course)
° lor: Y .
Major: 30% « Grading Scheme: Relative?
. Quiz (3): 15%

e Assignment (2): 15% * 75% attendance mandatory
* Mini-project: 1 ' ne grade down
* Paper reading (




Timeline

«—— C(lassical NLP > < Neural NLP > < LLMs R
:%:
Da.y 1 Minor Major
(Feb 21-27) (April
27)
Quiz 1 Quiz 2 zluiz 3 )
April 24
Assignment 1 (Feb 17) (Mar 24) Assignment 2
(Feb 15) (April 2)
Mini projects Mini pro.ject
(problem statement evaluation
(Apr 29-30)

release)
(Jan 11)



Mini Project (18%)

* A few problem statements, and datasets will be floated (Jan 11, 2025)*
* A leaderboard will be maintained per problem statement
* Each group should consist of 1-2 students?

* Best Project Award | o
Students are encouraged to publish their projects in good

* You need to conferences/journals
* develop models Deliverables:
e evaluate your models 1. Final project report (8%), 8 pages ACL format.
_ 2. Repo of dataset and source code (5%)
* prepare presentation 3. Final project presentation (5%)

* write tech report

* You are welcome to propose a new idea if you find it fascinating to be qualified for a mini project. Instructor opines!



Content (Tentative)

* |ntroduction

4 Classical NLP
o * Regular Exr
—
o ° \ /
N
o
00
N
—
v
A
N
i
o
(@V]
1
—
i
o
(@V]
v
A
E
Q3
oQ @O
— O
o
ess and ethics in NLP




DANIEL JURAFSKY
JAMES H. MARTIN

LANGUAGE PROCESSING

SPEECH

SECOND EDITION

ALWAYS LEARNING PEARSON

https://www.amazon.in/Speech-Language-Processing-
Introduction-Computational/dp/9332518416

Introduction to LARGE
LANGUAGE MODELS

Tanmoy Chakraborty

WILEY

https://www.amazon.in/dp/936386474X/




Reading and Reference materials

e Journals
Computational Linguistics, Natural Language Engineering, TACL, KBS, ACM TALLIP, ....

* Conferences
ACL, EMNLP, NAACL, COLING, AAAI, lJCNLP, ICML, NIPS, WWW, KDD, SIGIR, ....



Acknowledgment

These slides were adapted from the book

Introduction to LLMs: https://tanmoychak.com/limbook/
SPEECH and LANGUAGE PROCESSING:

An Introduction to Natural Language Processing, Computational Linguistics, and Speech Recognition

Advanced NLP, Graham Nuebig http://www.phontron.com/class/anlp2022/

Advanced NLP, Mohit Ayyer https://people.cs.umass.edu/~miyyer/cs685/

NLP with Deep Learning, Chris Manning, http://web.stanford.edu/class/cs224n/

Understanding Large Language Models, Dangi Chen https://www.cs.princeton.edu/courses/archive/fall22/cos597G/

and some modifications from presentations found in the WEB by
several scholars including the following


http://www.phontron.com/class/anlp2022/
https://people.cs.umass.edu/~miyyer/cs685/
http://web.stanford.edu/class/cs224n/
https://www.cs.princeton.edu/courses/archive/fall22/cos597G/
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Gang guns down
Trinamool man
at Bengal dhaba
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and anothe:

ded whenagangof eightto10
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they were dining at a roadsi
de dhaba at Islampur in
Bengal's Uttar Dinajpur. Bu-
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id. The Killing
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greatspirits™

lant who was unmodl’lleh
hot dead by the Secret Servi-
s killed in the incident
Two other rallygoers were
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In iconic images immedia

- THE TIMES OF INDIA

INDIA'S LARGEST ENGLISH NEWSPAPER

32—year—ol
shot dead

d patient
‘by teen’

in GTB hosp ward

Killing A Case ¢
Of Mistaken
Identity: Kin

Abhay@timesofindia.com

New Delhi: A 3 ar-old pa-
tient was shot dead, allegedly
by an 18-year-old youth, insi-
dea ward of GTB Hospital in
Shahdara Sunday. His family
has claimed he waskilled ina

Police personnel investigate at
the hospital on Sunday

caseof identity :\nd
that the intended target was o
history-sheeter, who
mitted to the same ward.
The victim, Riyazuddin,
wasa labourer wholived with
his family in Sriram Nagar,
Khajuri Khas. He had been
admitted to the hospital on
June 23 for treatment of an
abdominal infection.

and is expected to power him

Sunday’s incident took
place around 4pm, a senior
police officer said. The su
spect allegedly came to ward
number 24 and fired at least
two rounds at the patient,
who was receiving dressing
from the nurse.
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s this a grammatically correct English sentence?

Buffalo buffalo Buffalo buffalo buffalo buffalo Buffalo buffalo



Natural Language Processing

 What is a Natural Language?

Any language that has evolved naturally in
humans through use and repetition without
conscious planning or premeditation.

Computer
Science

@

Artificial
Intelligence

Human
Language

« What is a Natural Language Processing?

A field of computer science, artificial intelligence and
computational linguistics concerned with the interactions
between computers and human (natural) languages.

https://www.javatpoint.com/nlp



The Human Language

Home / India / More than 19,500 mother tongues spoken in India: Census

More than 19,500 mother tongues spoken in
India: Census

There are 121 languages which are spoken by 10,000 or more people in India, which has a population of
121 crore, the report said.

https://indianexpress_com/articlefindia/more-than-19500-mother-tongues-spoken-in-india-census-524 1056/




Natural Language Processing

* Setup

Two rooms, two humans, and a computer.
Room 1: One human C
Room 2: One computer (A) and one human (B)

* A response generated from room 2 (either by A or B)

e C has to figure out the source of the response
If Cis successful - “A” failed the turing test @ [?——l

Else, - “A” passed the turing test . 9
B

A

"Computing Machinery and Intelligence" which %
proposed what is now called the Turing test



https://en.wikipedia.org/wiki/Computing_Machinery_and_Intelligence
https://en.wikipedia.org/wiki/Turing_test

Natural Language Processing

In 1957, Noam Chomsky’s Syntactic Structures
revolutionized Linguistics with 'universal
grammar', a rule based system of syntactic

structures

He is a laureate professor of linguistics at the University of Arizona and
an institute professor emeritus at the MIT

The father of modern linguistics


https://en.wikipedia.org/wiki/University_of_Arizona
https://en.wikipedia.org/wiki/Institute_professor

Natural Language Processing

Software Year Creator Description
Georgetown experiment 1954 | Georgetown University and IBM involved fully automatic translation of more than sixty Russian sentences into English.
STUDENT 1964 | Daniel Bobrow could solve high school algebra worg problems. (6]
ELIZA 1964 | Joseph Weizenbaum a simulation of a Rogerian psy pist, rephrasing her response with a few grammar rules. 7]
SHRDLU 1970 | Terry Winograd a natural language syste d "blocks worlds” with restricted vocabularies, worked extremely well
PARRY 1972 | Kenneth Colby A chatterbot
KL-ONE 1974 | Sondheimer et al. system in the tradition of semantic networks and frames; it is a frame language.
MARGIE 1975 | Roger Schank
TaleSpin (software) 1976 | Meehan
QUALM Lehnert
LIFER/LADDER 1978 | Hendrix | language interface to a database of information about US Navy ships.
SAM (software) 1978 | Cullingford
PAM (software) 1978 | Robert Wilensky
Politics (software) 1979 | Carbonell
Plot Units (software) 1981 | Lehnert
Jabberwacky 1982 | Rollo Carpenter chatterbot with stated aim to "simulate natural human chat in an interesting, entertaining and humorous manner”.
MUMBLE (software) 1982
Racter perlain and Thomas Etter | chatterbot that generated English language prose at random.
MOPTRANS [°]
KODIAK (software)

Absity (software)

Dr. Sbaitso

Hirst

Creative Labs

Watson (artificial int® 2006 | 1IBM A question answering system that won the Jeopardy! contest, defeating the best human players in February 2011.
Siri 2011 | Apple Avirtual assistant developed by Apple.

Cortana 2014 | Microsoft Avirtual assistant developed by Microsoft.

Amazon Alexa 2014 | Amazon Avirtual assistant developed by Amazon.

Google Assistant 2016 | Google Avirtual assistant developed by Google.

https://en.wikipedia.org/wiki/History_of natural_language_processing
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Timeline History of
Large Language Models

2000

IBM Model 1

IBM releases IBM Model 1, the
first version of its statistical
machine translation system.

2006

2013

IBM Tangora
IBM Tangora, is able to recognize @ +

FAIR Facebook Al Research
Facebook Al Research (FAIR) is created,
focused on advancing the field of Al
through cutting-edge research.

Google Braln
Google releases the Google

20,000 spoken words.

Google Tensor Processing Units 201 5
Google begins using Tensor o ‘

Processing Units (TPUs)

internaly.

o —

@ Brain project, a deep learning
artificial intelligence
research project.

OpenAl Founded
December: OpenAl founded

2016
OpenAi GPT-1

OpenAl releases its first language model, the o &
Generative Pre-trained Transformer (GPT), which uses
deep learning to generate text.

4 N\ 2017

Introduction of Transformer Models
Transformer Models are introduced through papers
like Googles Transformer: A Novel Neural Network @—f——@
Architecture for Language Understanding

and Attention Is All You Need, Vaswani et al., 2017.

to pursue the develoment of
general Al

Stanford SQuUAD
Stanford University's NLP Group

@——@ rcleases the Stanford Question

Answering Dataset (SQUAD), a
dataset for NLP research.



Post-Transformer Landscape

@OpenAI

2018
GPT-1 (117M)
GPT-2 (1.5B)

2020
GPT-3 (1758B)

2022

GPT-3 (175B)
ChatGPT (175B)

2023
GPT-4 (~100T)

V

~J

— 2018

2019
Bert-base (110M)

Bert-Large (340M)
ROBERTA (354M)

2021
LaMDA (137B)
Gopher (280B)
GLaM  (1.1T)

2022

Med-PalLM (5408)
U-PalLM (5408)
Flan-PaLM (540B)

Minerva (540B)

2018

2021
FairSeq (13B)

2022
Galactica (120B)
OPT-IML (175B)

2023
LLaMa (65B)



Ambiguity

e Is ambiguity present in language only?
o No, ambiguity is prevalent in every dimension!

Duck or Rabbit?




Ambiguity in language

e | saw a girl with a telescope.

? Who has the
telescope?

No
ambiguity!



Ambiguity in language

e | saw a girl with a telescope.
e Mary had a little lamb.




Ambiguity in language

? Who'll gift
AL whom?
e | saw a girl with a telescope.

e Mary had a little lamb. [ | have to gift you some sweets. }
e Mujhe aapko mithai khilani padeqgi.

OR

[ You have to gift me some sweets. }




Ambiguity in language

e | saw a girl with a telescope.

o« Mary had a little lamb.

o Mujhe aapko mithai khilani padegi.
o Public demand changes

Public
demand:

(a) Public demand changes, but does anybody listen to them?
(b) Public demand changes, and we companies have to adapt to such changes.




Ambiguity in language

o | saw a girl with a telescope.

e Mary had a little lamb.

o« Mujhe aapko mithai khilani padegi.
o Public demand changes

o Baby changing room




Ambiguity in language

o | saw a girl with a telescope.

o Mary had a little lamb.

e Mujhe aapko mithai khilani padegi.
o Public demand changes

o« Baby changing room

o | ate rice with spoon.

o | ate rice with curd.

o | ate rice with Rahul.

Similar surface
structures but
different
interpretations!




Ambiguity and Punctuations!

’

S
N %‘\3»:&
Let's eat Grandma! I:i“‘iff‘-_:_-.g-_—_--.ﬁ
e ek

Let's eat, Grandma! e% ﬂeﬁi“i&

A woman without her man is nothing

A woman, without her man, is nothing.

A woman: without her, man is nothing,

Punctuation is powerful.



Ambiguity makes NLP hard

Surface form has multiple interpretations

* Syntactic Ambiguity
 Violinist Linked to JAL Crash Blossoms => main verb?

a violinist who is linked to a crash is blossoming in her

Etymology |edit] career

From a headlint@aialinist linked to JAL crash blossoms". The author's intended interpretation is that the violinist who blossoms was linked to a plane crash (by her father having been on the plane). However,
the sentence can d grpreted to mean that the violinist was linked to something called a "crash blossom”.

the study of the origin of words and the

way in which their meanings have changed
throughout history.



Is it a valid
sentence?

What about this?

Yes

Buffalo buffalo Buffalo buffalo buffalo buffalo Buffalo buffalo

The word buffalo has three senses:
1. Noun: Animal (plural is also buffalo)
2. Proper Noun: American State
3. Verb: To bully someone

Buffalo buffalo, whom other Buffalo buffalo buffalo, buffalo Buffalo buffalo

Dmitri Borgmann's Beyond Language: Adventures in Word and Thought. 1967.



https://en.wikipedia.org/wiki/Dmitri_Borgmann
https://en.wikipedia.org/wiki/Beyond_Language:_Adventures_in_Word_and_Thought

Why else is natural language
understanding difficult?

‘non-standard English

Great job @justinbieber! Were
SO0 PROUD of what youve
accomplished! U taught us 2
#neversaynever & you yourself

\\should never give up either® /

a

neologisms

)
unfrienc ’b‘c’
Retweet \\
bromance

)

(

the
‘the

K

segmentatlon issues

&0‘\
New York-Ne
\(\QS ( Railroad

>

New Yr '

‘(0

®\\ world knowledge

<

Mary and Juhi are sisters.
Mary and Juhi are mothers.

)

Idioms/Multiword N

dark horse
get cold feet
lose face
throw in the towel
Khana-wana (Echo)

<

/ tricky entity names

>
<

Where is A Bug’s Life playing ...

Let It Be was recorded ...

... a mutation on the for gene ...

< >




Components of NLP
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NLP layers

e Understanding the semantics is a non-trivial task.

o Needs to performs a series of incremental tasks to achieve this.

e NLP happens in layers

Pragmatics & Discourse

Study of semantics in context.

Semantics Meaning of the sentence.

Parsing Syntactic structure of the sentence.
Chunking Grouping of meaningful phrases.
Part of speech tagging Grammatical classes.
Morphology Study of word structure.

Increasing
Complexity Of
Processing



NLP trinity Problem

| Semantics
Parsing ——
Part of Speech
—1— Tagging
Morph
Analysis Marathi French
I I |
HMM | I I
Hindi English
CRE Language
MEMM

- Algorithm



Word and Token

e Word:
o Smallest sequence of phonemes of a spoken language that can be uttered in isolation
o Word Segmentation/Tokenization:
o Breaking a string of characters into a sequence of words.
o Smallest sequence of graphemes that are delimited with some predefined characters (space,
comma, full-stop, etc.);

 Ram, Shyam, and Mohan are playing. |[ > || (Raml L] [Shyam] [] [and] Mohan] [are] [playing] []

| 21,53,010 COVID cases in India. |[ = | 221111531 11 [010] [cOVID] [cases] [in] [india] [ %
: [21,53,010] [COVID] [cases] [in] [India] [.]

| Check this out... https://www.abc.com |['> || [check [this] fout] [1 11 [ https] [ 1 1 [www] [ [abe] [] [com] 3¢
 [ChecK] [this] [out] [...] [nttps:/www.abc.com]

[ #GreatDayEver ][ = ][ [#] [Great] [Day] [Ever] ]




Morphology

o Field of linguistics that studies the internal structure of words
o How they are formed
o  Their relationship to other words in the same language.
e It defines word formation rule from the root word.

e Morpheme is the smallest linguistic unit that has semantic meaning

o E.g.:
m “Pre”, “ed”, “ing”, “s”, “es”, etc.
o Dogs = dog + s (plural)
o Going = go + ing (present participle)

o Independently = independent + Iy  (Adverb)
= In + dependent + Iy (Negation)
= in + depend + ent + ly (relying)

= in + de + pend + ent + ly

Pend: (verb) to remain undecided or unsettled.



Morphology

e« English, Chinese, etc. are commonly referred as morphologically-poor language.
e Indian, Turkish, Hungarian, etc. are termed as morphologically-rich language.

English Hindi Linguistic property

I will go. H ST

We will go. &9 ST Different morphological
You will go. SURSIEIE! forms of word ‘will go’ in
He will go. gg SITa Hindi

She will go. gg SITel




Parts-of-Speech (POS)

Tags

PRP: Personal Pronoun
VBD: Verb, Past

DT: Determiner

NN: Noun, Singular, Mass
TO: to

IN: Preposition

« Grammatical class of the word.

[ He ate an apple

~—

[ PRP veD b1 NN « 45 tags in Penn Treebank tagset

« 146 tags in C7

e PoS disambiguation
o A word can belong to different grammatical classes.

He went to the park in a car : }
PRP VBD TO DT NN IN DT NN : }
They went to park the car in the shed ]
PRP VBD TO VB DT NN IN DT NN }




Chunking

« ldentification of non-recursive phrases (noun, verb, etc.)

o  He went to the Indian city Mumbai. =
[NP He] [VP went] [PP to] [NP the Indian city Mumbai]

o  Mumbai green lights women icons on traffic signals earns global praise. =
[NP Mumbai green lights women icons] [PP on] [NP traffic signals] [VP earns] [NP global praise]



Syntax Processing

. Validate the grammatical structure of the sentence. a
« Let, vocabulary = [the, mango, he, eats, ...]

- He eats amango. =
- He mango eats a. = ¥ @ 0 ‘
« The sequence of words must follow the grammatical @ @

structure of the language to form a valid sentence.

o Construct a parse tree.

Parse Tree



NP

VBZ

-

= () (e

DT

Syntactic Ambiguity

NN

NP

VBZ

OISIoe




Tasks we want to solve in NLP



Semantic Role Labelling (SRL)

e ldentify the semantic role of each argument (noun phrase) w.r.t. the predicate (main

verb) of the sentence

John drove Mary
Agent Patient
Ram hit Shyam

Agent Patient

from

with

Delhi

source

a

to Pune

destination

hockey stick

instrument

in

his

Car

instrument



Textual Entaillment

o« Determine whether one natural language sentence entails (implies) another under an
ordinary interpretation

(Ram hit Shyam with a hockey stick yesterday. — Shyam got hurt) = Positive TE
(Ram hit Shyam with a hockey stick yesterday. — Shyam did not get hurt) = Negative TE
(Ram hit Shyam with a hockey stick yesterday. — Shyam got his first goal) = non TE



Pragmatics

e Pragmatics considers [Thomas, 1995].
o the negotiation of meaning between speaker and listener.
o the context of the utterance.
o the intention of the user.

o  Context/World knowledge: An employee coming late to the office.
s Utterance: Do you know what time is it?
s Literal meaning: Are you aware of the current time? (Response: Yes, itis 12:30 PM)
= Pragmatic meaning: Why are you coming so late? (Response: Reason for being late.)

o Intention:
s Utterance: Can you pass the water bottle?
s Literal meaning: Are you able to pass the water bottle? (Response: Yes, | can.)
s Pragmatic meaning: Pass me the water bottle. (Response: Handover the water bottle)



Discourse

e Processing of sequence of sentences.

Mother said to John: Go to school. It is open today. Are you planning to bunk? Father
will be very angry.

o Discourse processing helps answering these questions.
= Whatis open?
= Bunk what?
= Why the father will be angry?



Coreference Resolution

e Two referring expressions used to refer to the same entity are said to corefer,
e Determine which phrases in a document corefer.

N\

John shows Bob his Toyota yesterday. It's similar to the one | bought five years ago.

That was really nice, but he like this one even bette/




Information Extraction

o Extraction of relevant piece of information

o« Named Entity Recognition (NER):

o Identify names (Proper nouns)
m [India] yearion POrN [Sundar Pichailpgson is the CEO of [Google] g ganizaion @Nd its parent company [Alphabet]oganization

e Relation extraction:

o Relation among entities
= CEO(Sundar Pichai, Google), CEO(Sundar Pichai, Alphabet), Born-at(Sundar Pichali,
India), ParentOrg(Alphabet, Google)



Word Sense Disambiguation (WSD)

e \What does a word mean?

o  The fisherman went to the bank. = Financial bank or river bank? | IH l[

o  The fisherman went to the bank to withdraw money.
o The fisherman went to the bank to fish.

’\




Sentiment Analysis

» Extract polarity orientation of the subjectivity

o Really superb pillow. Love to sleep on it.. very comfortable... = Positive

o It's a mass Chinese product. Too expensive. Thin and useless = Negative
o My neighbours are home and it's good to wake up at 3am in the morning. = Negative?
o  Campus has deadly snakes. = Negative
o Shane Warne is a deadly spinner. = Positive?
o  The food was cheap. = Positive?
o Not to mention the cheap service | got at the restaurant. = Negative

o Movie was 4 hrs long. =



Machine Translation

e Given a sentence in the source language L1, convert it to the target language L2, such that the semantic (adequacy and fluency)
IS preserved.

ENGLISH - DETECTED SOMALI E v Pieng HINDI SOMALI ENGLISH v

| saw a girl with telescope. X HY g A b cTgeh! Bl <dT|

AIRPORTS AUTHORITY OF INDIA
\DQ\ { Glell &1 Hddl E? , l

~3eYT ¥

English v & Hind - \

She is a doctor X dg U 3ld< &

vah ek doktar hai

ATING CARPET
STR rTl Y PROHIBITED

Hindi - - English -

dg Ko SIESN g % He is a doctor Source: Google Translate



Summarization

e Given a document, summarize the semantics (extract relevant information) in shorter length text.

e Document
o Sen. Barack Obama sealed the Democratic presidential nomination last night after a grueling
and history-making campaign against Sen. Hillary Rodham Clinton that will make him the first
African American to head a major-party ticket.

e Summary
o Barack Obama is the Democratic presidential candidate.



Question Answering

o Answer natural language questions based on information presented in the repository.

e Factoid Questions
o Question: Who is the author of the book Wings of Fire?
o Answer: A. P. J, Abdul Kalam

e List Questions
o Question: What are the islands in India?
o Answer: Andaman Island, Nicobar Island, Labyrinth Island, Barren Island

e Descriptive Questions
o Question: What is Greenhouse effect?
o Answer: The analogy used to describe the ability of gases in the atmosphere to absorb
heat from the earth’s surface.



Dialog System and Chatbot

e Conversation of two or more parties.

...I'need to travel in May.

And, what day in May did you want to travel?

OK uh I need to be there for a meeting that’s from the 12th to the 15th.

And you’re flying into what city?

Seattle.

And what time would you like to leave Pittsburgh?

Uh hmm I don’t think there’s many options for non-stop.

Right. There’s three non-stops today.

What are they?

The first one departs PGH at 10:00am arrives Seattle at 12:05 their time. The
second flight departs PGH at 5:55pm, arrives Seattle at 8pm. And the last
flight departs PGH at 8:15pm arrives Seattle at 10:28pm.

OK 'l take the Sish flight on the night before on the 11th.

On the 11th? OK. Departing at 5:55pm arrives Seattle at 8pm, U.S. Air flight
115.

OK.

~John

Admin please add these

two numbers 9878173610,
9972518900
Sure
9878173610 +
9972518900 =
19,850,692,510
User: Do you like Doctor Who?
Cleverbot:  Yes, so funny.
User: What’s your favorite show?
Cleverbot: I don’t have one.
User: What’s your name?
Cleverbot: Jason I already told you.
User: No your real name.
Cleverbot: Stephanie IS my real name.
User: I thought it was Jason?
Cleverbot: How did you come to that conclusion.
User: Because you said so.
Cleverbot: I have to do my homework.




Why Study NLP?

* To get a job in industry

e e.g., many current job listings are CL jobs
* Google Inc.

Amazon Inc.

Facebook Inc.

Flipkart Inc., etc.

* To get a job in academia

* As a computational linguist

e computational literacy and an understanding of computational methods will become critical
in the next decade.
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